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We measure the excited-state spectrum of a Si/SiGe quantum dot as a function of in-plane magnetic

field and identify the spin of the lowest three eigenstates in an effective two-electron regime. We

extract the singlet-triplet splitting, an essential parameter for spin qubits, from the data. We find it

to be tunable by lateral displacement of the dot, which is realized by changing two gate voltages on

opposite sides of the device. We present calculations showing the data are consistent with a

spectrum in which the first excited state of the dot is a valley-orbit state. VC 2011 American Institute
of Physics. [doi:10.1063/1.3666232]

Silicon quantum dots are candidate hosts for semicon-

ductor spin qubits. Long spin relaxation times have been

demonstrated in Si quantum dots and donors,1–4 and meas-

urements of ensembles of donor-bound spins by electron

spin resonance have demonstrated T2 coherence times up to

2 s.5 One of the key properties of Si quantum dot spin qubits

is the ability to tune in real-time tunnel rates and couplings

between neighboring dots by controlling electrostatic gate

voltages.6–8 Tunable, gate-defined Si quantum dots often are

designed to sit at the interface between pure Si and a barrier

of either SiGe (Refs. 9 and 10) or SiO2 (Refs. 11–13).

An essential parameter for singlet-triplet qubits is the

energy difference EST between the singlet (with both elec-

trons occupying the lowest energy single-particle state) and

triplet states (built out of the lowest energy single-particle

state and the first excited state) of two electrons in one

dot.14,15 The energy EST is equal to the lowest single-particle

excited state energy minus a correction arising from elec-

tron-electron interactions. In Si nanostructures, which have

states arising from the two low-lying valleys in the Si con-

duction band, the interface between Si and the barrier mate-

rial plays an important role in determining this energy.16

Experiments have shown that quantum-confined structures

can have valley splittings ranging from 100 leV to

1–2 meV.17–19 The existence of large valley splitting in Si

quantum dots has led to large EST and the observation of

Pauli spin blockade.20,21 However, systematic control of the

valley splitting or, more directly, EST has not been demon-

strated in a Si quantum dot.

In this letter, we report a magnetospectroscopy study of

a Si/SiGe double quantum dot with 2 and 0 valence electrons

on the left and right dots, respectively. We measure the evo-

lution of the ground and low-lying excited states of the left

dot as a function of an in-plane magnetic field B. We extract

the magnetic field BST at which the ground state changes

from singlet to triplet, corresponding to the Zeeman energy

equaling the singlet-triplet splitting EST for the (2,0) charge

configuration. We find that BST is tunable by lateral displace-

ment of the quantum dot location, achieved by changing two

gate voltages on opposite sides of the dot. BST evolves

systematically as a function of the gate voltages, and we

measure a fractional change in BST of up to 19%. Changes in

gate voltages can alter both the position and shape of the

electron wavefunctions in quantum dots.22–24 Applying

asymmetric changes to voltages on either side of a quantum

dot, as we do here, will change primarily the dot position.

We perform calculations showing that the change in BST

observed is consistent with valley-orbit mixing arising from

a rough Si/SiGe interface.

A double quantum dot, shown in Fig. 1(a), is fabricated

as described in Ref. 2. A quantum point contact (QPC),

defined by gates R and Q, is used to perform charge sensing

measurements. Gate L is connected to a pulse generator

(Tektronix AFG3252), allowing the application of fast volt-

age pulses. The dc gate voltages are tuned so that the double

dot is in the few-electron regime, as shown in Fig. 1(b). The

change in background grayscale arises from changes in the

QPC sensitivity caused by capacitive cross-talk in the de-

vice.25 Measurements are performed in a dilution refrigerator

at an electron temperature Te¼ 143 6 10 mK, determined as

described in Ref. 2. The electron occupation numbers are

effective; we believe there are spin-zero closed shells of

electrons in both the left and the right dots that do not partici-

pate in the physics discussed here.

To determine the 2-electron singlet-triplet splitting, we

measure the gate voltage dependence of the transition from a

FIG. 1. (a) SEM image of a double dot identical to the one used in the

experiment. The transition measured here is between the left dot (white

circle) and the left reservoir. (b) Stability diagram of the double dot with

effective electron occupation numbers labeled. The white symbols between

regions (1,0) and (2,0) correspond to the gate voltages for the data reported

below in Fig. 3. The line between (1,0) and (1,1) is invisible because of a

slow tunnel rate.

a)Author to whom correspondence should be addressed. Electronic mail:

maeriksson@wisc.edu.
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single-electron spin-down state to the 2-electron ground state

as a function of B. Figs. 2(a) and 2(b) show the transconduc-

tance G¼ @Iqpc/@VL as a function of B, measured with a

lock-in amplifier using a 120 lV ac excitation voltage

applied to gate L. The bright peak in the color plot corre-

sponds to adding one electron to the left dot. The gate volt-

age of this transition first increases and then decreases as a

function of B.

The electrochemical potential lN has a dependence on

the in-plane magnetic field of the form @lN/@B¼ glB Dstot

(N).26 Here g is the Landé g-factor, lB is the Bohr magneton,

and Dstot (N) is the change in the z component of the total

spin quantum number when the Nth electron is added to the

dot. The electrochemical potential has a slope of þglB/2

when a spin-up electron is added (magnetic moment anti-

parallel to B), whereas the addition of a spin-down electron

results in a slope of �glB/2 (magnetic moment parallel to

B). The positive slope in Figs. 2(a) and 2(b) at small B corre-

sponds to the addition of a spin-up electron, forming a 2-

electron singlet ground state. The arrows mark BST, the mag-

netic field at which the slope changes; for B>BST, the added

electron is spin-down, and the ground state is the triplet T�.

As indicated in Fig. 2(c), at B¼BST, the Zeeman energy of

the state T� is equal to EST (B¼ 0). The value of BST is dif-

ferent in Figs. 2(a) and 2(b), indicating that EST is tunable

with gate voltage.

Pulsed-gate spectroscopy27,28 allows us to confirm this

state identification and measures excited-states as a function

of B. Square wave voltage pulses of peak-to-peak amplitude

3.6 mV and frequency 50 kHz are applied to gate L, and the

time-averaged value of G is recorded. In Fig. 2(d), the bot-

tom (top) line, corresponds to the positive (negative) edge of

the pulse bringing the ground state into resonance with the

Fermi level of the lead. These lines reproduce the shape of

the line in Fig. 2(b).

The two middle lines in Fig. 2(d) meet at B¼ 0 and cor-

respond to the triplet states T� and T0, which are degenerate

at this point; as B increases, the lines split. The T� line has a

negative slope, corresponding to adding a spin-down elec-

tron, and it becomes the ground state when B¼BST. The T0

line has positive slope, corresponding to adding a spin-up

electron. There is small chance of loading the Tþ after

unloading the singlet into a spin-up state; however, the pro-

cess is weak and produces a line at the same location as T0.

Fig. 2(e) shows a simulation of the experiment of Fig.

2(d) performed using a coupled rate equation model similar

to that in the supplemental material for Ref. 2. The model

includes thermal broadening but neglects energy-dependent

tunneling. The S, T0, and T� loading and unloading rates are

determined by fitting the simulation to the data in Fig. 2(d).

We find the loading rates CL
S ¼ 45:1 kHz, CL

T ¼ 216 kHz,

and CL
T0
¼ 377 kHz, and the unloading rates CU

S ¼ 164 kHz,

CU
T ¼ 354 kHz, and CU

T0
¼ 183 kHz.

Using the method illustrated in Figs. 2(a) and 2(b), we

measure the transition field BST at four different gate voltage

configurations, corresponding to the symbols shown in Fig.

1(b). Along this line in the stability diagram, changes in VL

and VR tend to shift the dot physically from left to right as

VR (VV) is made more positive (negative). As shown in

Fig. 3, we observe a systematic increase in BST as we move

from left to right in the stability diagram: BST increases from

1.68 6 0.09 T to 2.02 6 0.07 T, a total increase of �19%.

The singlet-triplet splitting can be expressed as EST¼E1

� E0þC01 � C00þKST, where E0 and E1 denote the ground

and first excited-state energies, C00 and C01 are the Coulomb

interaction energies of the two electrons in the singlet and

triplet states, and KST is the exchange energy.29 A simple

shift of the dot position is expected to have little effect on

the last three terms, which correspond to interactions

between the electrons. Similarly, the wavefunction envelope

should change little as the dot is displaced. The variation in

BST is not caused by a change in g-factor as a function of

gate voltage, because we calculate that only 0.6% of the

electron density resides in the SiGe barrier, and the g-factor

changes �2% between Si and the Si0.7Ge0.3 used here.30

FIG. 2. (Color online) (a) and (b) Ground state spectroscopy for two differ-

ent sets of gate voltages chosen so that the gate voltages for (b) favor a dot

position farther to the right than those for (a) (see Fig. 3). The plots show the

QPC conductance G. The arrows indicate the magnetic field BST at which

the Zeeman shift for the T� equals the zero-field EST. (c) Diagram showing

the transition as a function of B. (d) Excited state spectroscopy using pulsed-

gate voltages for the dot position corresponding to (b). (e) Simulated spec-

troscopy for the data in panel (d).

FIG. 3. (Color online) BST, the magnetic field at which the ground state

shifts from S to T�, for different sets of VL and VR, corresponding to the

symbols on the stability diagram in Fig. 1(b). Error bars are determined by

the uncertainty in linear fits to lines like those in Figs. 2(a) and 2(b). The

three lines show fits with different sets of microscopic parameters.
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The single-particle spacing DE¼E1�E0 has a contribu-

tion arising from the difference in valley components in the

two lowest lying orbital states. The quantum well interface

will have atomic steps and other sharp changes in potential

that vary as a function of lateral position, and these varia-

tions modify the coupling of the z-valleys, contributing to a

position dependence of DE.31,32

To test whether atomic-scale variation can account for

the observed variations in BST, we perform tight-binding cal-

culations of the single particle energy levels of an electron

confined near a single atomic step. The calculations use a

two-dimensional tight-binding Hamiltonian similar to Refs.

33 and 34, including parabolic lateral confinement. The fit-

ting procedure varies the position of the atomic step, the con-

finement length scale, and the vertical electric field, enabling

a calculation of the variation in DE with gate voltage. To

compare with the measured BST, we also fit the sum of the

Coulomb and exchange energies (C01�C00þKST), and the

results are plotted in Fig. 3. The fitting is underconstrained:

there are many ways to produce similar valley splitting. To

indicate the types of variations possible, three results are

plotted in Fig. 3 as the solid, dashed, and dotted lines, and all

three calculations can reproduce the magnitude of the

observed change in BST. The lowest excited-state can be clas-

sified as “orbital-like” when the calculated wavefunction

contains a lateral node or “valley-like” when it does not, and

both cases occur. For valley-like excitations, translation of

the dot with respect to a step results in a tunable valley split-

ting. For orbital-like excitations, strong valley-orbit coupling

enables a tunable orbital energy splitting.35 Thus, atomic-

scale structure of the quantum well interface alone is suffi-

cient to produce valley-orbit mixing large enough to account

for the experimental observations.
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